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e  Multi-Armed Bandits = Slot Machines with Unknown Rewards
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If P;s are stationary, bandit algorithms achieve O(log(T)) regret




Change Detection based Approach for Non-stationary Bandit

* In real-life problems, reward distributions are non-stationary
* Non-stationary Multi-Armed Bandit Problem
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— Generally applicable to many sequential learning problems

* E.g., Choose a song/channel depending on the moods/situations
(Users will give feedbacks)

* E.g., Choose an angle (control) of drones for a specific mission



