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Adversarial learning has been well-studied in deep learning
How robust are bandit learning?
" They are vulnerable in some cases [1, 2]
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Learner suffers a linear regret if the attacker succeeds:
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